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ETICAS FOUNDATION
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ALGORITHMIC =
DISCRIMINATIO e

CODE ENGINERING
g
With the rise of big data, complex algorithms have been created for decision-making E
purposes and with the idea that they will take efficient, rapid and better decisions. S
As these algorithms are adaptive and created to learn from humans, they also learn g
human bias commonly related to race, gender, age or nationality, for instance. 3z
The problem of algorithmic discrimination is very complex. It is a technological
problem reflecting a societal problem, and there is no easy fix. It affects many aspects EEO
of our daily lives, whether we notice it or not. onog -
And it definitely shows how technological development has to go hand-to-hand ol Forecast model Jechas
with a societal impact assessment.
PATTERNS SYSTEM MACHINE LEARNING
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Individuals or groups could be the target

of algorithmic discrimination, based on their
characteristics — such as race, age, gender,
sexual orientation or religion, among others.
Simple features, such as names, are enough
to allow algorithms make unfair decisions that
could prevent individuals from getting a loan
or being selected for a job.

“ Through the use of algorithms, computers

”

and even make decisions for us '

can process data, provide solutions to problems,

Algorithm generation o

AUTOMATED
SYSTEM

¥

Justice - Transparency - Fairness
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SOCIETAL IMPACT ASSESMENT

Algorithms, as well as the leaming process
that decision-making algorithms follow,
should be subjected to audits,

in order to eliminate human bias.

Algorithm audits should be promoted and
become mandatory. Governments should
lead by example, informing citizens on how
decisions are being made and explaining
with transparency the whole algorithmic
process. This should also become the case
in the private sector.

Societal impact assessment should be
part of the design process of every
decision-making algorithm, especially
if these algorithms are part of public
structures.
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Randomized controlled trial (RCT)
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