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AnscombeJJUZHE#E (Anscombe’ s Quartet)
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Graphs in Statistical Analysis*

F. J. ANSCOMBE**

Graphs are essential to good statistical analysis. Ordinary scatterplots and “triple”
scatterplots are discussed in relation to regression analysis.

1. Usefulness of graphs

Most textbooks on statistical methods, and most
statistical computer programs, pay too little attention
to graphs. Few of us escape being indoctrinated with
these notions:

(1) numerical calculations arc exact, but graphs are
rough;

(2) for any particular kind of statistical data there
is just one set of caleulations constituting a correct
statistical analysis;

(3) performing intricate calculations is wvirtuous,
whereas actually looking at the data is cheating,

A computer should make both calculations and graphs.
Both sorts of output should be studied; cach will con-
tribute to understanding.

Graphs can have various purposes, such as: (i) to
help us nerecive and aporeciate some broad features of

through the computer. The analysis should be sensitive
both to peculiar features in the given numbers and also
to whatever background information is available about
the variables. The latter is particularly helpful in sug-
gesting alternative ways of setting up the analysis.

Thought and ingenuity devoted to devising good
graphs are likely to pay off. Many idcas can be gleaned
from the literature, of which a sampling is listed at tha
end of this paper. In particular, Tukey [7, 8] has much
to say on the topics presented here,

A few simple types of statistical analysis are now
considered.

2. Regression analysis—the simplest case

Suppose we have values for one “dependent” vari-
able y and one “independent” (exogenous, predictor)
variable z. Before anything clse is done, we should
seatterplot the u values aeainst the z values and see

Anscombe F J. Graphs in statistical

analysis[J]. The American
Statistician, 1973, 27(1): 17-21.
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« Matplotlib. seaborn. Bokeh. Basemap. Plotly. NetworkX
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